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Abstract

This Software Requirements Specification (SRS) document outlines the functional and non-functional requirements for the development of an Extended Reality (XR) based platform designed to enhance communication for the Hard of Hearing & Hard of Speaking (HH&HS) community. The XR platform aims to facilitate real-time translation between sign language and spoken language, thereby bridging communication gaps and fostering inclusivity within educational environments.

This document provides a detailed description of the platform’s objectives, intended audience, scope, and various user interactions through a system definition, need specification and functional analysis. It includes comprehensive requirements covering user needs, functional and non-functional specifications, functional decomposition, and system architecture. The platform will leverage cutting-edge XR technologies to offer an immersive and accessible platform for HH&HS individuals, enabling seamless interaction and communication with hearing peers and educators.

Through this innovative approach, the project aims to create a transformative educational tool that supports diverse communication needs, enhances learning experiences, and promotes inclusivity in educational settings. This SRS serves as a foundational guide for the design, development, and validation of the XR-based translating platform, ensuring all stakeholders have a clear and shared understanding of the project’s goals and requirements.
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I. [bookmark: _Toc175958512]Introduction
1. [bookmark: _Toc175958513]Purpose
The purpose of this Software Requirement Specification (SRS) document is to provide a comprehensive outline of the functional and nonfunctional requirements for the development of an Extended Reality XR-based sign-to-speech bidirectional translator. This document is designed to serve as a cornerstone for project planning, design, implementation, and validation, ensuring that all stakeholders have a clear and shared understanding of the system's objectives and specifications.
The intended audience for this SRS includes project developers, designers, testers, project managers, investors, and end-users, particularly focusing on individuals and organizations within the deaf and hard-of-hearing community. By delineating the system's capabilities, user interactions, and technical constraints, this document aims to guide the development process towards creating an accessible, efficient, and user-friendly platform.
The XR-based sign-to-speech bidirectional translator stands as a significant innovation in bridging communication gaps, offering a transformative tool for the deaf and hard-of-hearing individuals to interact seamlessly with others. Through the integration of extended reality (XR) technologies, the system will enable real-time 3D translation of sign language to spoken language and vice versa, fostering inclusivity and enhancing social and professional interactions for users. This initiative underscores a commitment to leveraging advanced technology in service of creating more equitable and understanding communities.
2. [bookmark: _Toc175958514]Document Conventions
This section outlines the abbreviations, acronyms, and conventions adopted throughout this Software Requirement Specification (SRS) document to ensure clarity and consistency. The following conventions are used:

[bookmark: _heading=h.3znysh7]Table 2: Abbreviations
	Abbreviation/acronyms
	Definition

	XR
	Extended Reality - Refers to all real-and-virtual environments and human-machine interactions generated by computer technology and wearables, including augmented reality (AR), virtual reality (VR), and mixed reality (MR).

	DHH&M or PHSD
	Deaf, Hard of Hearing and Mute / Peoople with Hearing and/or Speaking Disabilities- Referring to individuals in the community who are difficulties in hearing and/or speaking, highlighting one of the primary user groups for the XR-based sign-to-speech bidirectional translator.

	FR
	Functional Requirements - Specifications that define the behavior, functions, and capabilities a system must possess to fulfill the needs and expectations of users.

	ID
	Identifier





Additionally, here are the text conventions used in the document:
[bookmark: _heading=h.2et92p0]Table 3: Conventions
	Convention
	Usage

	Boldface
	Used for emphasis and to highlight key terms on their first occurrence.

	Red colored text
	Used to highlight critical points and remarks

	Green colored text
	Used to highlight keypoints and remarks

	Other colors
	Used to comment, suggest and add information in the document


3. [bookmark: _Toc175958515]Project Scope
3.1. Overview
The project focuses on developing an XR-based bidirectional translator application that enables real-time speech-to-sign and sign-to-speech conversion, specifically designed for educational purposes within the community of people with Hearing and/or Speaking Disabilities (HSD). It includes adaptability with different hardware and software to enable STP users leverage the capabilities of XR at least as much as hearing people. However, the project scope does not include the development of new XR hardware.

3.2. Objectives
· Utilize XR technology to create immersive educational content for learners with HSD.
· Offer customizable learning experiences to meet diverse communication needs.
3.3. Deliverables
· An accurate and responsive XR translator.
· A user-friendly XR educational platform with comprehensive user guides.

These are the essential aspects of the project's scope, focusing on its core development areas, exclusions, objectives, and key deliverables, targeting the enhancement of educational experiences for the DHH&M community through XR technology.

4. [bookmark: _Toc175958516]Assumptions
In planning and executing the development of the STP, several foundational assumptions are made to guide the project's direction and decision-making process. These assumptions are critical for setting realistic expectations and aligning the project team and stakeholders. It's important to periodically review and validate these assumptions to mitigate risks and adapt to changing circumstances.

[bookmark: _heading=h.1t3h5sf]Table 11: Assumptions
	Assumption Category
	Assumption Details

	Technological Infrastructure
	The project assumes the availability of high-speed internet and advanced XR hardware in educational settings where the system will be deployed.

	User Proficiency
	It is assumed that users, including students, lecturers, and administrators, possess a basic level of proficiency with XR technology and are capable of adapting to new digital tools.

	Stakeholder Support
	The project presupposes ongoing support from educational institutions, including willingness to integrate new technologies into existing curricula and learning environments.

	Regulatory Compliance
	The project assumes that the system's design and functionality will comply with all relevant educational standards, data protection laws, and accessibility regulations without requiring significant modifications.

	Language and Cultural Adaptability
	The project assumes the system can effectively accommodate multiple sign languages and cultural nuances in communication, ensuring broad applicability and inclusivity.

	Maintenance and Update Capacity
	The project assumes that the development team will have the capacity to provide ongoing maintenance, updates, and support for the system post-deployment, ensuring its long-term viability.

	Market Stability
	Presupposes a stable market and funding environment, allowing for uninterrupted project development and deployment within the planned timeline and budget.



5. [bookmark: _Toc175958517]Dependencies
[bookmark: _heading=h.2s8eyo1]The successful development and deployment of the STP hinge on several key dependencies. These dependencies are critical elements or conditions that must be met for the project to proceed smoothly and achieve its objectives. The following table outlines the major dependencies associated with the project:

	Dependency
	Description

	Hardware Availability
	The system's performance and capabilities depend on access to specific XR hardware, such as VR headsets, AR glasses, and compatible input devices. The availability of these technologies is crucial for system testing and user interaction.

	Software and Platform Integration
	Seamless operation requires integration with various software platforms, including development systems, and cloud services. The project's progress is contingent on the compatibility and integration capabilities of these platforms.

	Network Infrastructure
	Real-time translation features and cloud-based processing necessitate reliable and high-speed internet connectivity. The system's effectiveness is dependent on the quality of the existing network infrastructure.

	Stakeholder Support
	The project relies on continuous support from educational institutions, funding bodies, and technology partners. This includes approval of project plans, funding allocations, and collaboration on technology integration.

	Regulatory Compliance
	Adherence to educational standards, data privacy regulations, and accessibility guidelines is mandatory. The project's viability is dependent on meeting these regulatory requirements to ensure legal and ethical compliance.

	Development Team Expertise
	The specialized nature of the STP requires a development team with expertise in XR technology, language translation, and educational software development. The availability and skill level of the team are critical to the project's success.

	User Engagement
	User feedback and engagement are essential for refining system features and ensuring the tool meets the actual needs of its target audience. The project depends on active participation from students, lecturers, and administrators during testing and feedback cycles.

	Technological Advances
	The project's long-term relevance and effectiveness are tied to keeping pace with technological advances in XR, language processing, and educational methodologies. Ongoing updates and system enhancements are dependent on these evolving technologies.



6. [bookmark: _Toc175958518]Accompanying documents
[bookmark: _heading=h.3rdcrjn]Table 6: Documents accompanying the SRS
	Document name
	Description
	Link

	XR project charter
	A document outlining the objectives, scope, and key stakeholders of the XR-based translator project.
	https://docs.google.com/spreadsheets/d/1QTBdvIOFb6Zt0hXj6G3gWdrFAatu7XNJ/edit?usp=drive_link&ouid=103689798604082975476&rtpof=true&sd=true 

	MCD
	A high-level diagram that defines the structure and relationships of the data within the XR system.
	https://drive.google.com/file/d/1yri4AFChwLFMreszFxBzawIVoOl6S8cx/view?usp=drive_link 

	MLD
	A detailed representation of the data model specifying data types, relationships, and constraints
	https://drive.google.com/file/d/1L-XbewiSeJIDjpyt6CN0Nm9qMd7CWwnL/view?usp=drive_link 

	UML – Class
	A diagram showing the classes, attributes, and methods of the XR system, including the relationships between classes.
	https://drive.google.com/file/d/1qjXfP4rliVYiWlD73H1Rovk9KLxRAraL/view?usp=drive_link 

	UML – Use cases
	Diagrams illustrating the interactions between users and the system, depicting the different use cases.
	https://drive.google.com/file/d/1wGjbXF_lX8XoMZkeCr6IRUi7V4QvfgwN/view?usp=drive_link 

	Use case tables
	Tables providing detailed textual descriptions of each use case, including actors, preconditions, basic flow, and alternate flows.
	https://docs.google.com/spreadsheets/d/1ogjwKrctkHEeFjErOaRUOWiwWUcerrS4/edit?usp=drive_link&ouid=103689798604082975476&rtpof=true&sd=true 

	Looping file (Database architecture)
	A file detailing the modular structure of the system, focusing on how different modules interact and loop.
	https://drive.google.com/file/d/1hTMLwGQYhJmaVAigfeiBobaZLP8eDoTb/view?usp=drive_link 

	SQL script
	A script containing SQL commands for creating and managing the database schema based on the logical data model.
	https://drive.google.com/file/d/1OuBEnGv4Lw7crYzQW80jtkx2mjmP-e12/view?usp=drive_link 



II. [bookmark: _Toc175958519]System definition
The System Definition phase involves understanding and defining the overall scope and context of the XR Sign Translating Platform (STP). It sets the groundwork for more detailed specifications by answering key questions such as “What will the system do and not do?”, “To whom does the system provide service?”, “What does the system act upon?”, and “For what purpose?”. It includes five steps: (i) Overview: providing a high-level overview of the system, its objectives, and benefits; (ii) System Boundary and Environment: identifying the system boundary and environment by defining all actors in contact with the product and its relationship with other systems; (iii) Constraints outlining constraints such as hardware requirements, regulatory constraints, and performance limitations; (iv) Evolution: describing the system's potential evolution; and (v) User Characteristics: defining the characteristics of different types of users, including their roles, skills, and experience levels. This phase ensures a comprehensive understanding of the system’s intended functions and limitations within its operational context.
7. [bookmark: _Toc175958520]Overview
7.1. [bookmark: _Toc175958521]High level overview
System Name: Sign Translating Platform (STP)
The STP system aims to bridge communication gaps between different language users, particularly in scenarios involving individuals with or without HSD. It provides real-time translation of sign languages into spoken words and vice versa, making it invaluable in both virtual and physical contexts. The STP is versatile and can be utilized in various settings such as professional and social events, classrooms, and for personal needs, enhancing communication whenever online or augmented interactions are needed.

7.2. [bookmark: _Toc175958522]Objectives
· To enable seamless and inclusive online communication by providing real-time translation of sign languages to spoken words and vice versa, bridging the gap between individuals with and without HSD.
· To support versatile communication options, allowing for sign-to-sign, sign-to-speech, sign-to-text, and speech-to-speech bidirectional translation based on individual user capabilities and preferences, thereby enhancing accessibility and user experience.
7.3. [bookmark: _Toc175958523]Benefits
	Benefit
	Description

	Enhanced communication
	· Provides real-time translation between sign languages and spoken words.
· Bridges communication gaps between individuals with and without hearing and speaking disabilities.

	Versatility
	· Usable in various settings such as professional events, classrooms, and personal interactions.
· Supports both virtual and physical communication contexts.

	Inclusivity
	· Enables seamless online communication for diverse users.
· Facilitates interactions in mixed-ability groups, promoting inclusiveness.

	User experience
	· Provides a more natural and fluid communication process.
· Adapts to various user capabilities, improving overall satisfaction.



8. [bookmark: _Toc175958524]Boundary and environment
[bookmark: _heading=h.z337ya]The following figure illustrates the system boundaries and environments. Our STP system, represented as "Sys end-user", is utilized by various communicators, receivers, and institutions across different contexts, such as personal and social events, professional meetings, and virtual and physical classrooms. 

[image: ]

Additionally, the "Sys platform" is a subcomponent of our system that can enhance other platforms and systems. By providing translation engine capabilities, the Sys platform can be integrated into third-party systems and platforms, thereby extending its reach to other contexts and user classes.

8.1. [bookmark: _Toc175958525]Actors in contact with the system:
· Users: Educators, students and professionals with different HSD and preferences
· Institutions: System administrators responsible for maintaining the platform and managing the user experience.
· Third-Party Systems: XR software, other platforms, communication tools. (May use APIs to interact)

8.2. [bookmark: _Toc175958526]Devices & software:
· Hardware: XR/VR/AR headsets, computers, tablets, and smartphones that users employ to interact with the system.
· Software: The STP application, compatible with various operating systems and XR devices, and third-party software that can integrate with the Sys platform.
8.3. [bookmark: _Toc175958527]External systems:
· Third-Party Platforms: Other educational, professional, and social platforms that can be enhanced by integrating the Sys platform for improved communication capabilities.
· Data Sources: External databases and repositories that provide supplementary information for translation and context.
8.4. [bookmark: _Toc175958528]Environmental conditions: 
· Physical Locations: Classrooms, meeting rooms, and event spaces where necessary set up is available for the system to be used.
· Virtual Spaces: Online environments and virtual meeting platforms where the system operates.

9. [bookmark: _Toc175958529]System evolution and disappearance
This system may be influenced by various factors and aspects that may cause its evolution or disappearance.  

	Evolution aspect
	Description

	Integration of Additional Languages and Dialects
	Expanding the system to support a wider range of spoken and sign languages, including regional dialects, to cater to a more diverse user base.

	Advanced Machine Learning Models
	Implementing cutting-edge machine learning algorithms to improve translation accuracy and responsiveness, ensuring a better user experience.

	Expansion to New Platforms and Devices
	Developing compatibility with a broader array of devices, such as mobile applications and wearable technology, to increase accessibility and convenience for users.

	Incorporation of New Sensors and Technologies
	Utilizing emerging technologies, such as advanced motion sensors and AI-driven user interaction tools, to enhance the system’s capabilities and user interaction.



	Disappearance factor
	Description

	Technological Obsolescence
	Advances in technology may render current XR hardware and software platforms outdated, necessitating a complete overhaul or replacement of the system.

	Regulatory Changes
	New regulations or changes in existing laws regarding data privacy, accessibility, and educational standards could impact the viability of the system, leading to its discontinuation.

	Market Demand
	Shifts in user needs or the emergence of superior alternative solutions could decrease demand for the STP, prompting a reassessment of its continued relevance and utility.

	Financial Constraints
	Insufficient funding or financial resources could limit the ability to maintain, update, or expand the system, potentially leading to its retirement.




10. [bookmark: _Toc175958530]Constraints
The development and deployment of the STP within the educational ecosystem are subject to several constraints. These limitations are essential to recognize as they influence the design decisions, system capabilities, and overall project scope. Below is an outline of the primary constraints impacting the project:

	Constraint type
	Description

	Hardware requirements
	· Minimum Specifications: Computer, Smartphone, or XR headsets compatibility.
· Minimum processor and memory requirements for smooth operation.

	Regulatory constraints
	· Compliance: Adherence to accessibility standards and regulations.
· Privacy and data protection laws for user information.

	Performance limitations
	· Latency: Acceptable delay thresholds for real-time translation.
· Scalability: Capacity to handle multiple users simultaneously without performance degradation.

	Cultural and linguistic diversity
	The system's capacity to support multiple languages (gestural or spoken) and adapt to cultural nuances in communication is vital for its effectiveness in global educational contexts. Addressing this diversity is a significant constraint that impacts content translation and user interaction.

	Scalability
	As the system is intended for use in diverse educational settings, it must be scalable to accommodate varying numbers of users and adaptable to evolving educational content and technologies. Ongoing maintenance and support are crucial for long-term viability.



11. [bookmark: _Toc175958531]Operating environment
The STP is designed to operate within a dynamic and interactive educational ecosystem, catering to the diverse needs of students, lecturers, and administrators. While its focus is to enhance communication and learning within educational settings, its innovative design and versatile technology hold promise for broader applications as shown in Table 9, enriching interactions and breaking down communication barriers.

[bookmark: _heading=h.qsh70q]Table 9: operating environments
	Operating Environments

	Educational settings: remote and face-to-face

	Public Services and Emergency Situations: In critical interactions with public service providers, such as police officers or emergency medical personnel, the system could provide essential communication support for mute or deaf individuals.

	Legal and Tribunal Settings: The translator could facilitate clearer communication between deaf or mute individuals and legal professionals, ensuring fair and accessible legal proceedings.

	Professional Meetings and Workplaces: The application could be adapted to support inclusive meetings and collaborative work environments, enabling deaf or mute employees to participate fully and effectively.



The system's adaptability to such environments would require additional considerations regarding privacy, security, and context-specific functionalities, which could be explored in subsequent phases of development or through partnerships with organizations in these sectors.

12. [bookmark: _Toc175958532]User classes, characteristics 
In this section, we delve into the diverse range of users who interact with STP. We categorize these users into distinct classes, each with unique characteristics and needs that the system aims to address. Understanding these user classes is crucial for tailoring the system's features and functionalities to meet their specific requirements effectively. The following table outlines various user classes identified for the STP, along with a brief description of their defining characteristics:

	User Classes
	Characteristics

	Students with HSD in remote classrooms
	- Relies primarily on sign language or alternative communication methods due to HSD.
- Faces challenges in traditional remote learning environments due to lack of accessible tools.
- Requires technology that can facilitate effective communication and learning, bridging the gap between sign language and spoken language.

	Students with HSD in face-to-face classrooms
	- Dependent on sign language or alternative communication methods.
- Struggles with communication barriers in traditional classroom settings.
- Benefits from tools that can provide real-time translation between sign language and spoken language.

	Teachers with HSD in remote classrooms
	- Uses sign language as the primary mode of communication.
- Challenges include engaging with students without HSD and ensuring clear communication of lesson content.
- Needs tools to facilitate effective teaching, such as real-time sign language translation and captioning tools.

	Teachers with HSD in face-to-face classrooms
	- Communicates mainly through sign language.
- Faces difficulties in interacting with students who do not know sign language.
- Seeks inclusive teaching tools that bridge communication gaps and enhance the learning environment.

	Individuals without HSD in remote classrooms involving people with HSD
	- Requires awareness and understanding of the communication needs of individuals with HSD.
- Needs access to tools that support inclusive communication, such as sign language interpreters, captioning, and translation services.
- Benefits from a collaborative learning environment that accommodates diverse communication needs.

	Individuals without HSD in face-to-face classrooms involving people with HSD
	- Needs sensitivity and adaptability in communication when interacting with peers with HSD.
- Benefits from an inclusive environment supported by tools like real-time sign language translation and captioning.
- Encourages the use of technologies that enhance communication across diverse groups.

	Individuals with HSD in normal life (non-studying) settings
	- Relies on sign language or alternative communication methods in daily interactions.
- Faces barriers in social, professional, and personal communication.
- Needs accessible tools that enable effective communication in various settings, such as translation apps or devices.

	Individuals without HSD in normal life (non-studying) settings involving people without HSD
	- Generally relies on spoken language for communication.
- May lack awareness of the needs of individuals with HSD.
- Can benefit from increased awareness and the availability of tools that support communication with people with HSD.

	Institution administration
	- Oversees the adoption and integration of accessible technologies within the institution.
- Ensures tools like XR-based translators are cost-effective, user-friendly, and compliant with institutional standards.
- Aims to create an inclusive environment that supports diverse communication needs.

	System Central Administrator (Service Provider)
	- Responsible for maintaining the technological infrastructure supporting communication tools.
- Ensures that systems are up-to-date, secure, and accessible to all users.
- Supports the customization of tools to meet the specific needs of different user classes within institutions.



III. [bookmark: _Toc175958533]Need specification
In this stage, we identify and specify the needs and requirements (both implicit and explicit) that the Sign Translating Platform (STP) must fulfill. We also identify the main reasons for its potential evolution and address the following questions: (i) Why does the need exist? (Pourquoi le besoin existe-t-il ?) (ii) What could cause the need to evolve? (Qu’est-ce qui pourrait faire évoluer le besoin ?) (iii) What could make the need disappear? (Qu’est-ce qui pourrait faire disparaître le besoin ?) (iv) For what purpose does the need exist? (Le besoin existe dans quel but ?). Additionally, this phase provides user stories, indicating more specific needs. By understanding and addressing these needs, the STP can be designed and developed to fulfill its intended purpose while remaining adaptable to future changes and requirements.
1. [bookmark: _Toc175958534]Need definition (Horned beast)
The image depicts a conceptual framework for an augmented communication and translation platform designed to facilitate seamless interaction between diverse user groups, including individuals, schools, and institutions. The platform is tailored for online and aided translation and communication, providing versatile options such as speech-to-sign, sign-to-speech, sign-to-sign, and speech-to-speech translations. This system aims to enhance inclusivity and accessibility by bridging communication gaps, thus supporting multiple languages and user preferences. The ultimate goal is to enable fluid and natural communication in various settings, whether personal, educational, or professional, fostering a more inclusive environment for all users.


[image: ]
2. [bookmark: _Toc175958535]Need validation
To validate this need, it is essential to identify the underlying reasons for its existence. Specifically, we must address the following questions:
· What caused this need to arise?
· What purposes does it serve?
· What factors could lead to its evolution?
· What factors could lead to its disappearance?

[image: ]
2.1. [bookmark: _Toc175958536]What caused this need to arise?
The need for the Bidirectional Sign Translating system exists due to several factors:
· Communication Barriers: There is a significant communication gap between individuals with hearing and speaking disabilities and those without. Traditional methods of communication are often inadequate or unavailable in various settings.
· Inclusivity: The growing emphasis on inclusivity in educational institutions, workplaces, and public spaces drives the need for tools that enable effective communication for everyone.
· Technological Advancements: Advances in technology, such as XR, AI, and real-time translation, make it feasible to develop sophisticated solutions for communication challenges.
· Legal and Social Mandates: Laws and regulations, such as the Americans with Disabilities Act (ADA) and Web Content Accessibility Guidelines (WCAG), mandate the provision of accessible communication options.
2.2. [bookmark: _Toc175958537]What purpose does it serve?
The purpose of the Bidirectional Sign Translating system is to:
· Bridge Communication Gaps: Facilitate seamless communication between individuals with hearing and speaking disabilities and those without, ensuring effective and inclusive interactions in various settings.
· Enhance Inclusivity: Promote inclusivity by providing accessible communication tools in educational institutions, workplaces, and public spaces, thereby supporting the participation of individuals with disabilities.
· Leverage Technological Advances: Utilize the latest advancements in XR, AI, and real-time translation technologies to create a robust and effective communication platform.
· Comply with Legal Standards: Ensure compliance with legal and social mandates that require accessible communication options, thereby supporting institutions in meeting these requirements.
2.3. [bookmark: _Toc175958538]What could lead to its evolution?
The need for the Bidirectional Sign Translating system could evolve due to:

	Evolution Cause
	Description
	Likelihood level

	Technological Innovations
	New developments in AI, machine learning, and XR technologies could enhance the system's capabilities, leading to expanded use cases and improved performance.
	Likely

	User Feedback
	As the system is used, feedback from users could highlight new requirements or improvements that drive the evolution of the system.
	Likely

	Regulatory Changes
	Updates to accessibility laws and standards could necessitate changes to the system to maintain compliance.
	Possible

	Market Demand
	Increased demand for accessible communication tools in new sectors or regions could drive the need for additional features or scalability.
	Likely

	Integration with Other Systems
	Integration with other platforms or systems could expand the STP system’s functionality and user base.
	Possible

	Educational Advancements
	Growing emphasis on extended education could lead to increased use of the system in academic institutions.
	Possible

	Corporate Inclusion Policies
	Institutions adopting more augmented communication practices may drive demand for tools like the STP system
	Likely

	Global awareness
	Increased global awareness and advocacy for disability rights could push for better communication solutions.
	Likely

	Customization Capabilities
	Need for more customizable solutions to cater to specific user groups and unique requirements.
	Possible

	Funding and grants
	Availability of funding and grants for accessibility projects could spur further development and adoption.
	Possible

	Competition
	Become the only system providing communication and translation service
	Unlikely



2.4. [bookmark: _Toc175958539]What could lead to its disappearance?
Several factors could lead to the disappearance of the need for the Bidirectional Sign Translating system: 
	Cause
	Description
	Likelihood level

	Translation need
	The human communication does not require translation
	Unlikely

	Universal Solutions
	The development of a universal communication solution that seamlessly integrates all forms of communication (spoken, signed, written) for everyone could render the system redundant.
	Unlikely

	Cure for disabilities
	Advances in medical science that effectively cure or significantly mitigate hearing and speaking disabilities could reduce the need for such systems.
	Unlikely

	Societal changes
	A shift towards more inclusive societal norms and practices that naturally incorporates accessible communication methods without the need for specialized tools.
	Variable

	Technological Obsolescence
	Emergence of new technologies that render the current system outdated or unnecessary.
	Possible

	Competition
	Development of superior or more cost-effective competing systems that meet user needs more effectively.
	Possible

	Regulatory Changes
	Changes in regulations or laws that impact the use or development of the system.
	Unlikely

	User adoption
	Low user adoption or satisfaction leading to reduced demand for the system.
	Possible

	Security concerns
	Significant security or privacy issues that undermine user trust and usage of the system.	
	Possible




IV. [bookmark: _Toc175958540]Functional analysis
The Functional Analysis stage involves breaking down the system into its functional components and specifying detailed functional requirements, ensuring that all necessary features and functions are thoroughly documented and understood. This phase provides four main types of requirements: (i) Functional Requirements: These are detailed descriptions of each feature and function of the STP, organized by use cases or scenarios. For each system state (pour chaque situation de vie), we provide an inventory of main functions (Fm) and constraint functions (Fc), validate them, and characterize them by specifying Prerequisites (conditions or requirements that must be met before a function can be executed), Constraints (limitations or restrictions that must be considered), Input/Output (inputs required by the functionality and the outputs it generates), GUI elements (User interface components that the functionality will utilize), criteria for function appreciation, their levels (expected performance), flexibility of each criteria level, and acceptance limits (limite d’acceptabilité). (ii) External Interface Requirements: These specifications cover user interfaces, hardware interfaces, software interfaces, and communication protocols, ensuring seamless interaction between the STP and other systems or devices. Additionally, this phase addresses (iii) System Features: Detailed explanations of each system feature, including inputs, processing, and outputs, and (iv) Non-Functional Requirements: Requirements related to performance, security, usability, reliability, and maintainability. 

This comprehensive Functional Analysis phase culminates in the creation of the Functional Specifications Document, which defines the functional specifications for the STP.
1. [bookmark: _heading=h.6y6zksrxo303][bookmark: _Toc175958541]Functional overview : brief description of the platform functionalities
The platform opens with a create/login account page where users enter their credentials and tap the login button. If needed, they can also choose to change their password. After logging in, users will either see an error message if their credentials are incorrect or their access is revoked, or they will be directed to the appropriate interface—admin or end-user—based on their permissions.
1.1. [bookmark: _Toc175958542]End-user:
Once end-users access their own interface. They are presented with utilization feature facilitating and augmenting communication between peoples of different communication needs and preferences. They are able to customize their profile and settings, create or join virtual meets, translate files (docs, videos) and chat with other users privately.
a. [bookmark: _heading=h.ajijgoabclcv][bookmark: _Toc175958543]Create and/or join virtual meets:
This feature allows users to create meetings where they can communicate and interact with others. They can share the meeting ID with others or invite them directly. Users can also join meetings created by others if they have the meeting ID or are invited. Once in the meeting, they can listen to other participants, view sign language from those with speaking disabilities, and read transcriptions or textual interpretations on the screen. Additionally, they can receive text messages in the meeting chat. Users can choose to communicate using their voice, sign language, or text. The platform adapts to each participant’s abilities and preferences, ensuring that everyone receives information in a format they can understand and can communicate naturally, fostering effective communication between users with different languages or modes of expression. Moreover, the meeting owner has the option to transcribe the entire conversation and generate a text document. This feature is particularly useful for reporting and recalling important points discussed during the meeting.

b. [bookmark: _Toc175958544]Customize profile and settings :
This feature allows users to edit their personal information and control how it appears to friends and the public. It also ensures that display settings are tailored to their needs and that communication devices can be easily connected. Specifically, users can customize input settings, such as input type, language, and devices (e.g., microphones, keyboards, controllers), as well as output settings, including text size, voice gender and volume, avatar size, gender and position, and devices (e.g., headphones, speakers, screens).
c. [bookmark: _heading=h.5ezi0vu6cecs][bookmark: _Toc175958545]Translate files (doc, video, audio):
This feature allows users to upload files and generate translations based on their preferences. For example, they can upload a text document and create an audio file with spoken language or a video with sign language interpretation. They can also upload a video (e.g., a lecture) and produce an augmented version that includes an avatar performing sign language, transcription, or spoken language when a signer is present in the video. Additionally, audio files can be transcribed or translated into sign language.
d. [bookmark: _heading=h.yflks110zslz][bookmark: _Toc175958546]Chat privately:
This enables the user to chat privately with other users and share files if necessary. it is helpful to communicate easily and quickly without needing other apps, platforms or devices.


1.2. [bookmark: _Toc175958547]Admin user:
Once admins access their interface, they are presented with configuration options. They can create or manage user accounts, test the usability and performance of platform features, add or remove components and services, update the platform, and contact the support team.
a. [bookmark: _Toc175958548]Create or manage accounts:
This feature allows admins to easily create user accounts using personal information. It standardizes credentials to make IDs easy to remember and offers the option to create accounts for all institution members at once if the required information is provided. Additionally, admins can remove accounts, and adjust permissions based on the institution’s hierarchy (e.g., teacher and student, employer and employee).
b. [bookmark: _Toc175958549]Test usability and performance:
This feature allows admins to simulate the end-user experience, testing usability and performance. It helps them identify issues or verify those reported by users. By evaluating the platform's usability and performance, admins can decide how and when to address any detected problems.
c. [bookmark: _Toc175958550]Add or remove utilization functionalities:
Since the platform offers a range of services to meet various needs, admins can customize it by adding or removing modules based on platform updates, institutional requirements, and user preferences. For example, they can manage language options, introduce new translation modes, and add other features as necessary. This flexibility ensures the platform adapts to the evolving demands of its users. More importantly, it allows institutions to maintain control, using only the features they need without paying for unnecessary extras (e.g., other languages, translation components, screen sharing feature).
d. [bookmark: _Toc175958551]Update the platform:
This feature allows admins to schedule platform updates at times that best suit the institution's operational needs. It’s important to perform updates promptly, but ideally, they should be done during periods of low or no system usage to minimize disruption.
e. [bookmark: _Toc175958552]Contact the support team:
This is crucial for enabling communication between institutions (clients) and the provider teams, who can assist with configuration, updates, functionality enhancements, and issue resolution.

In the next section, we provide a detailed functional analysis of the system at each stage of its lifecycle.	
2. [bookmark: _Toc175958553]Functional requirements
2.1. [bookmark: _Toc175958554]Utilization SADT/Actor diagram (Structured Analysis and Design Technique)
The diagram below shows how the STP platform interacts with its surrounding elements during use. The platform connects with several components, including end users, administrators, accounts, communication modalities, files, interaction tools, internet, preferences, languages, usage guidelines, and standards related to security, aesthetics, scalability, and ergonomics.
During use, administrators create and manage user accounts, which users then use to access the platform. The platform can be accessed online via compatible devices such as PCs, tablets, or other XR devices, either through a web browser or by downloading the platform's app. Users can communicate with each other through various modalities, including speech, sign language, and text, but can only use the languages that administrators have purchased for them. This feature allows administrators to add or remove functionalities based on the needs and context of their institution.
Additionally, users can translate files (video, audio, or text documents) into their preferred language and format. They can also customize their preferences, such as profile information, display settings, language, and mode.
To enhance organization and usability, virtual meeting rooms are available (created and joined). These rooms are ideal for structured communication, such as online classes and meetings, where only room members can interact. For in-person meetings, these rooms can facilitate one-way communication; for example, a teacher speaks while signs are displayed to physically present students.
Crucially, the platform adheres to all necessary standards of security, aesthetics, ergonomics, and scalability.
[image: ]
The table below lists the platform's functions during use. Each function will be described, analyzed, and specified in detail in the following sections.

Principal functions
FP1	Enable the admin and user to access the platform using their personal account
FP2	Enable the admin to create and manage user accounts for platform access.
FP3	Allow users to communicate through different modalities (speech, text, signs) in virtual meetings
FP4	Enable users to create or join a virtual meetings 
FP5	Allow users to customize their platform settings 
FP6	Enable users to translate files in the platform
FP7	Allow users to choose (add or remove) languages and features  of the platform
FP8	Allow users to generate an automatic transcript of all spoken and expressed content during a meeting in the platform
Constraint functions
FC1	The user must know at least one language from the supported languages	FC9	The languages & features must be manageable (add or remove)
FC2	The admin must have access to all system settings	FC10	Must provide setup and utilization guidelines
FC3	The account must have correspond to one and only one user	FC11	Must respect security standards
FC4	Must have internet to access and use the platform	FC12	Must be aesthetically acceptable
FC5	Must support various communication modalities (e.g., speech, sign, text)	FC13	Must be user friendly
FC6	Must be compatible with various interaction tools	FC14	Must provide versatile settings customizations
FC7	Must accept limited file size and types	FC15	Must be scalable
FC8	The virtual meeting must be created and closed by one user		


2.2. [bookmark: _heading=h.8c6d8nvrpseo][bookmark: _Toc175958555]Analysis and description of the principal functions
2.2.1. [bookmark: _Toc175958556]FP1: Enable the admin and user to access the platform using their personal accounts
This function allows users (both end-users and admins) to log in to the platform. As the first point of contact, the login page should enable users to access the platform quickly and easily once they enter their credentials. It is crucial that only authorized users are granted access, which requires implementing multiple security measures to prevent unauthorized access. Additionally, the authentication process should be fast, regardless of internet speed.

Appreciation criteria	Level	Flexibility
Quick login	< 2 taps or clicks	F1
Security of authentication	0 unauthorized access
> 1 security measures (phone number)	F0
Speed of authentication	< 2s	F1


2.2.2. [bookmark: _heading=h.tv6h9wton50][bookmark: _Toc175958557]FP2: Enable the admin to create and manage user accounts for platform access
This function enables admins to create accounts for the platform's end users. As the user base grows, it's important to streamline and expedite the account creation process. To facilitate this, the platform should allow admins to create multiple accounts at once by uploading a list of users with the necessary information in a standard format.

Additionally, admins have the authority to delete accounts and modify access permissions. They can also manage account settings—including permissions, roles, and user information—for groups of users simultaneously. This feature is especially useful when different groups, such as students or employees, require different levels of access or specific features.

The table below outlines the criteria for evaluating the acceptance of this functionality, focusing on flexibility, efficiency, and simplicity in account management.

Appreciation criteria	Level	Flexibility
Number of accounts	> 2000 accounts	F1
Quick account creation	< 4 taps or clicks	F0
Simple credential generation	1 standard credential form	F2


Finally, the number of accounts created will affect the overall cost for the institution. More accounts can lead to higher expenses, as additional resources and support may be required.
2.2.3. [bookmark: _heading=h.mipaqp1xef04][bookmark: _Toc175958558]FP4: Allow users to communicate through different modalities.
This function enables users to communicate with each other using various methods, including voice, gestures, and text. It supports different types of communication, such as untranslated, one-way, and two-way translation, to ensure natural interactions between users with different abilities. To provide a seamless experience, we have divided this function into three subfunctions:
· For users who can hear and prefer to receive communication through natural or synthetic speech: This scenario activates three modules: Sign to Text, Text to Speech, and Untranslated Audio Communication. These modules collaborate to translate signs into text and then into speech when the sender uses gestures. If the sender speaks using their voice, the platform allows for direct, untranslated communication.
· For users with hearing disabilities or those who prefer to receive communication through natural or animated gestures: This scenario uses three modules: Speech to Text, Text to Signs, and Untranslated Video Communication. These modules work together to translate spoken words into text and then into signs when the sender communicates through speech. If the sender uses visual communication, the platform enables direct, untranslated video communication.
· For users who prefer text chat: This sub-function supports text-based communication, allowing users to chat via text messages.
These sub-functions ensure that all users can communicate effectively, regardless of their preferred communication method or ability level.


Sub-function	Module	Appreciation criteria	Level	Flexibility
Allow the user to receive speech (audio)	FP3-1:		Sign to text	Accuracy	> 95%	F0
		Processing speed	<0.5s delay / speech segment	F0
		variability of context and dialect support		
	FP3-2:		Text to speech	Word accuracy & clarity	99% understandable	F0
		Conversion speed	<0.5s delay / speech segment	F0
	FP3- 3: 		Untranslated audio communication	Latency	< 100 ms	F0
Allow the user to  receive signs (video)	FP3-4:		Speech to text	Accuracy	> 98%	F1
		Processing speed	<0.5s delay / speech segment	F1
		Variability of context and accent support	> 96% accuracy for other accents	F1
	FP3-5:		Text to Sign	Accuracy & fluidity ratings	> 98%	F1
		Conversion speed	<0.5s delay / speech segment	F0
	FP3- 6: 		Untranslated video communication	Latency	< 100 ms	F0
Allow the user to use text to commuicate	FP3 - 7:		Text chat communication	Communication speed	< 100 ms	F0


For more details and information about the modules (above) which require further decomposition and description, use the following links:


FP3 detailed decomposition	https://docs.google.com/document/d/19vnV34vospbDpBBt-fYF8L_k--E0oALX/edit?usp=drive_link&ouid=103689798604082975476&rtpof=true&sd=true 

2.2.4. [bookmark: _heading=h.xbhvhm87c06y][bookmark: _Toc175958559]FP4: Allow users to join or create virtual meetings to communicate with each other
This function enables users to create or join virtual meetings for communication with others. Meetings can be easily started with a few clicks, and participants can join through an invitation or a shared meeting ID. The meeting creator, or an assigned co-host, is responsible for ending the meeting, which is set to last a minimum of one hour by default but can be adjusted as needed.
Participants have multiple communication options, including audio, video, text chat, and screen sharing. The meeting creator manages settings and participant control, ensuring secure and efficient communication. Administrative privileges can be assigned to other users to assist with meeting management.

Appreciation criteria	Level	Flexibility
Creation & joining simplicity	< 3 taps or clicks	F1
input & output options	Audio, video, text	F2
Number of hosts	1	F0
Number of co-hosts	< 2	F2
Number of attendees	> 20 	F1


This function ensures flexible, secure, and seamless virtual meetings for effective collaboration.
2.2.5. [bookmark: _heading=h.jmxfo27dyyvf][bookmark: _Toc175958560]FP5: Allow users to customize their settings.
This function allows users to personalize the platform settings to match their individual needs and preferences, enhancing their overall experience. Customization options include:
· Profile Information: Users can edit their profile details to reflect their identity and preferences. This includes choosing a pseudonym, writing a bio, specifying their age, and uploading a profile picture. These options help users create a unique and personalized profile.
· Display settings: Users can adjust how the platform looks and sounds to better suit their preferences. This includes changing text size for easier readability, resizing avatars for better visibility, and modifying sound settings to control volume and notification sounds. These settings ensure that the platform is comfortable and accessible for all users.
· Mode and language: Users can select the mode of communication that best fits their needs, such as choosing between sign language or voice communication, depending on their communication abilities and preferences. They can also choose the language they want to use on the platform. This flexibility allows users with different communication needs and language preferences to use the platform effectively.
· Device and Internet Connectivity: Users can connect and manage various devices, such as microphones, cameras, and assistive devices, to enhance their interaction on the platform. They can also configure internet settings to optimize their connection for a seamless experience. This ensures that users have the necessary tools and a stable connection to fully engage with the platform.
These customization options make the platform adaptable, ensuring that each user can have a tailored experience that meets their unique requirements.
2.2.6. FP6: Enable the user to translate files
This function enables users to translate various file types and formats based on their communication preferences, allowing for greater accessibility and understanding. Users can upload different types of files, such as:
· Video Files: A video can contain speech, or signs. Users have the flexibility to choose the output format they prefer, whether it be spoken language, sign language, or text transcription.

· Case 1: Video with Speech Only: If a video contains only speech, the platform leverages the Speech-to-Text (FP3-4) and Text-to-Sign (FP3-5) modules to enhance accessibility. An avatar can be added to the video to translate spoken words into sign language, along with a textual transcription of the speech. This makes the content accessible to users with hearing impairments who may need both visual and textual representations to fully understand the material. This feature is particularly valuable for individuals who need to follow courses, presentations, or any spoken content from other platforms or sources but require sign language translation and textual support for better comprehension.
· Case 2: Video with Signs: If the video includes sign language, users have the option to translate these signs into spoken language and text. This is particularly beneficial for users who do not understand sign language and prefer to receive the information in an audio or written format. In this scenario, the platform employs the Sign-to-Text (FP3-1) and Text-to-Speech (FP3-2) modules to provide a seamless conversion from sign language to both text and speech, ensuring that the content is accessible to a wider audience.
· Audio file: An audio file contains only speech. To make the content more accessible, the platform uses the Speech-to-Text (FP3-4)  and Text-to-Sign (FP3-5) modules to generate a video that includes the original audio along with a transcription and an avatar that accurately translates the speech into sign language. This approach ensures that users who are deaf or hard of hearing can fully understand the audio content.
· Text document: A text document can be converted into either speech or sign language, depending on the user's needs:
· Case 1: Text to speech (FP3 - 2): This function converts a text document into synthetic speech, generating either an audio file or a video that visually highlights the reading progress. This is particularly useful for users who have difficulty reading or seeing, such as those with dyslexia or visual impairments, as it provides an auditory representation of the text.
· Case 2: Text to sign(FP3 - 5): This function translates written text into sign language, producing a video of an avatar interpreting the text in signs. This is beneficial for users who are more comfortable with sign language or who rely on it for comprehension, ensuring that the written content is accessible to everyone.

Input	Modules	Output	Appreciation criteria	Level	Flexibility
	Video 	Speech-to-Text (FP3-4) 	& Text-to-Sign (FP3-5) 	Augmented video: with avatar and text interpretation	Content length				Synchronization	> 10 mins/ file			delay < 0.5s / sequence	F2				F1
	Sign-to-Text (FP3-1) 	& Text-to-Speech (FP3-2)	Augmented video: with speech and text transcription			
Audio	Speech-to-Text (FP3-4) 	& Text-to-Sign (FP3-5) 	Generated video: with avatar and text interpretation 			
Text document	Text-to-Speech (FP3-2)	Audio file or generated video (highlight every spoken sentence)			
	Text-to-Sign (FP3-5) 	Generated video: with avatar interpreting the text.			


2.2.7. [bookmark: _heading=h.sxxjgqz6byna][bookmark: _Toc175958562]FP7: Allow users to choose (add or remove) languages and features for translation and communication.
This functionality allows users, particularly administrators, to customize the platform by selecting which languages and features are available for translation and communication. Administrators can add or remove specific languages and features based on the needs of their institution, ensuring that only the necessary options are purchased and available to users. This flexibility helps optimize resource use and tailors the platform to the unique requirements of each organization.

Appreciation criteria	Level	Flexibility
Adding and removing simplicity	< 3 taps or clicks	F2
Initial language	FR or ENG	F1
languages selected	At least 1	F0


2.2.8. [bookmark: _heading=h.vncoe67kh6o8][bookmark: _Toc175958563]FP7: Allow users to generate an automatic transcript of all spoken and expressed content during a meeting for easy review and sharing.
This functionality allows users to automatically generate a transcript of all spoken and expressed content during a meeting for easy review and sharing. By utilizing the Speech-to-Text and Sign-to-Text modules, the platform creates a detailed text document that records everything said, including the speaker's identity and the time of each statement. This feature is particularly useful in professional settings where meeting minutes or reports are required, as it ensures accurate documentation of discussions and decisions. It is also beneficial for online courses, enabling students to review lessons and key points after the session, enhancing their understanding and retention of the material. Additionally, this function supports accessibility by providing a written record for individuals who may have difficulty hearing or understanding spoken content.


Appreciation criteria	Level	Flexibility
File generation speed	< 2s	F1
Save the file	at least until log out	F3


The following will encompass analysis of the constraint functions which are approached differently and must be applied to enhance the system functionality for better usability and performance.
2.3. [bookmark: _heading=h.yg7hsz42dwt1][bookmark: _Toc175958564]Analysis and description of the constraint functions
2.3.1. [bookmark: _heading=h.ft5k69w8poze][bookmark: _Toc175958565]FC1: The user must know at least one language from the supported languages
Purpose: To ensure that users can effectively utilize the platform’s translation and communication features. By requiring proficiency in at least one supported language, the platform guarantees that users can understand the interface, follow instructions, and engage in meaningful communication, thereby enhancing usability and ensuring accurate translations.

Appreciation criteria	Level	Flexibility
Languages	> 1 (FR or ENG)	F0
Understanding	understands > 90% of the expressions	F2

2.3.2. [bookmark: _heading=h.k547z148tp5h][bookmark: _Toc175958566]FC2: The admin must have access to all system settings
Purpose: To ensure that the administrator has full control over the platform's configuration and settings, enabling them to manage user accounts, system updates, security protocols, and other critical administrative functions to maintain the platform's integrity and performance.

Appreciation criteria	Level	Flexibility
Differences from end user interface	> 2 functions :	account creation	Language & feature management	F2

2.3.3. [bookmark: _heading=h.1ita57nl6nmh][bookmark: _Toc175958567]FC3: The account must correspond to one and only one user
Purpose: To maintain user privacy and security by ensuring that each account is uniquely associated with a single user, preventing unauthorized access and ensuring accurate tracking of user activity within the platform.

Appreciation criteria	Level	Flexibility
User 	1 user	F0
Account co-owners	0	F0

2.3.4. [bookmark: _heading=h.sihewvwe6g4k][bookmark: _Toc175958568]FC4: Must have internet to access and use the platform
Purpose: To guarantee that all users have a stable and reliable internet connection, which is essential for the platform's real-time translation and communication features, ensuring smooth and uninterrupted service.

Appreciation criteria	Level	Flexibility
Types	> 2 (LAN,WIFI)	F1
Connection method	2 (Manu & auto)	F1

2.3.5. [bookmark: _heading=h.xvqmxnrz61vp][bookmark: _Toc175958569]FC5: Must accept limited file size and types
Purpose: To optimize the platform’s performance and prevent potential security risks by restricting the size and type of files that can be uploaded, ensuring compatibility with the system and protecting against malicious content.

Appreciation criteria	Level	Flexibility
File format	> 6 types ( > 2 for each type)	F2
Size	> 500 Mb	F3

2.3.6. [bookmark: _heading=h.5jw3mg9p8yc][bookmark: _Toc175958570]FC6: Must be compatible with various interaction tools
Purpose: To provide users with flexibility in how they interact with the platform, supporting a range of devices and input methods (e.g., keyboards, touchscreens, speech recognition) to enhance user accessibility and convenience.

Appreciation criteria	Level	Flexibility
Compatible types	> 5 (PC, tablet, Mobile, AR, VR, …)	F3
External i/o tools	> 3 types :	Visual (screen, XR headset, …)	Auditory(mic, headphone, speaker,  airpods, …)	Tactile (keyboard, controller, screen, …)	F3
Simultaneous connection	> 20 (for all attendees in face to face meeting)	

2.3.7. [bookmark: _heading=h.x2ihlu2t7uu3][bookmark: _Toc175958571]FC7: Must support various communication modalities(e.g., speech, sign, text)
Purpose: To enable inclusive communication among users with different needs and preferences by supporting multiple communication modes, ensuring effective interaction regardless of the user’s abilities.
This requirement specifies that the platform should have predefined modalities available for each function. For example, in virtual classrooms, users should be able to communicate using all modalities, including speech and sign language. Therefore, the platform must be capable of capturing both visual and auditory information. 
Modality	Device or device component	When
Auditory	Microphone	Virtual meetings
Visual	Camera	Virtual meetings, profile picture
Tactile	Keyboard	Private chat & virtual meeting chat

2.3.8. [bookmark: _heading=h.ioz0acpv598g][bookmark: _Toc175958572]FC8: Must be created and deleted by one user
Purpose: To maintain control and security over user sessions by allowing only the session owner to initiate and terminate their session, ensuring that all actions within the session are authorized and preventing unauthorized access or misuse.

Appreciation criteria	Level	Flexibility
Creation and management	Only admin	F0

2.3.9. [bookmark: _heading=h.1oiyakp45r96][bookmark: _Toc175958573]FC9: The languages must be manageable (add or remove)
Purpose: To offer flexibility and adaptability in meeting the diverse linguistic needs of users by allowing the platform to support the addition or removal of languages, facilitating the accommodation of new languages as they become necessary and the removal of less commonly used ones.

Appreciation criteria	Level	Flexibility
Quick management	< 3 clicks or taps	F1
Information about the language	> 2 information	Accuracy of the models in the selected language	Price	More information	F3

3. [bookmark: _heading=h.tihj80c45c4u][bookmark: _Toc175958574]FC14: Must be saved after each modification
Purpose: To prevent the need for users to customize their settings every time they log in. This feature ensures that once users adjust their settings, those preferences are retained unless they choose to make further changes.
3.1.1. [bookmark: _heading=h.6i9y8zqx6xqi][bookmark: _Toc175958575]FC10: Must provide setup and utilization guidelines
Purpose: To ensure that users can easily and effectively set up and use the platform by providing comprehensive instructions and guidelines, enhancing user experience and reducing the potential for confusion or incorrect usage.



Appreciation criteria	Level	Flexibility
Guide relevance	100% relevant features covered 	F0
Mistakes(vocabular)	< 1% 	F2
Mistakes (technical)	0	F0
Guide usefulness	> 95% user ratings	F1

3.1.2. [bookmark: _heading=h.lywvt7praxbv][bookmark: _Toc175958576]    FC11: Must respect security standards
Purpose: To protect user data and ensure the platform’s integrity by adhering to established security standards, thereby safeguarding against unauthorized access, data breaches, and other security threats.

Appreciation criteria	Level	Flexibility
User Identity Verification	1 secure verification method or more	F0
Safe Communication	99,99% private and protected communication	F0
Data Protection during use & storage	99,99% safe	F0
User Access Limitation based on their role & permission	0 access to unpermitted features or data	F0
Activity monitoring system	1 plan for regular checks 	F2
Issue responding system	1 plan for problem responding	F2
User Responsibility	Make sure user know and are accountable for their actions on the platform (in accepted terms)	F1

3.1.3. [bookmark: _heading=h.yyd2xmdf6z0j][bookmark: _Toc175958577]FC12: Must be aesthetically acceptable
Purpose: To ensure that the platform provides a visually appealing and professional interface, which can enhance user satisfaction and engagement by creating a pleasant and inviting user experience.

Appreciation criteria	Level	Flexibility
User ratings	> 95%	F0

3.1.4. [bookmark: _heading=h.qawods1jvjq8][bookmark: _Toc175958578]FC13: Must be user friendly
Purpose: To facilitate ease of use and accessibility for all users by designing an intuitive and straightforward interface, reducing the learning curve and making the platform accessible to users with varying levels of technical expertise.

Appreciation criteria	Level	Flexibility
User ratings	> 95%	F0

3.1.5. [bookmark: _heading=h.xqom3ez1qaie][bookmark: _Toc175958579]FC15: Must be scalable
Purpose: To ensure that the platform can accommodate growing user demand and evolving requirements by being scalable, allowing it to efficiently handle increased usage, additional features, or expanding functionalities without compromising performance.

Appreciation criteria	Level	Flexibility
Handle multiple users	> 20 in virtual rooms	F3
	> 2000 for institution 	F3

[bookmark: _heading=h.9jr9q9w2n9rr]
3.2. [bookmark: _Toc175958580]Maintenance case (situation de vie : mise à jour et réparation)
In the maintenance phase, the focus shifts to ensuring that the platform remains functional, up-to-date, and secure. This phase involves routine updates, repairs, and continuous monitoring to address any issues that may arise during the platform's operation.
For example, in a university setting, after the platform has been actively used for communication and collaboration, the administrator periodically checks for software updates and applies them to keep the system current. These updates may include new features, security patches, and performance improvements, ensuring the platform continues to meet the users' needs.
During this phase, the administrator also monitors the system's performance, identifying and resolving any issues, such as bugs or connectivity problems, that may impact users' ability to use the platform effectively. If any repairs are needed, whether due to hardware failures or software malfunctions, the maintenance team works promptly to restore full functionality.
Additionally, the maintenance phase involves reviewing and updating user accounts, permissions, and security settings to align with any changes in the institution's requirements. Regular backups are performed to protect data, and security audits are conducted to safeguard against potential threats.
Through these activities, the platform is kept in optimal condition, ensuring that it continues to provide a reliable and secure environment for communication and collaboration. By proactively maintaining the system, the institution can avoid disruptions and ensure that the platform remains a valuable tool for its users.

3.2.1. [bookmark: _Toc175958581]Maintenance SADT diagram (0% : Waiting)

3.2.2. [bookmark: _Toc175958582]Maintenance functional analysis (0%: Waiting)

3.2.3. [bookmark: _Toc175958583]Functional decomposition and description


V. Use case and sequence diagrams
In this section, we present the UML diagrams for the system. Use Case Diagrams will illustrate the interactions between users and the system. Sequence Diagrams will detail the flow of operations between components over time. Additionally, Use Case Tables will provide comprehensive textual descriptions of each use case. These diagrams and tables will offer a clear understanding of system functionality and interactions.
1. [bookmark: _Toc175958585]UML Use case diagrams
[image: ]
[bookmark: _heading=h.2lwamvv]Figure 4: UML use case diagram – Platform


[image: ]
[bookmark: _heading=h.111kx3o]Figure 5: UML use case diagram - communication
2. [bookmark: _Toc175958586]Use case tables
[bookmark: _heading=h.206ipza]Table 16: Use case table - login 
	Login 

	Description
	This use case allows users to authenticate and gain access to the system's features by entering valid credentials.

	Primary actors
	All users

	Preconditions
	The user has already credentials to login

	Basic flow

	Step 1
	The system presents a login screen

	Step 2
	The login screen provides fields for the professor to enter their ID and password, includes buttons of registration for new users and «Forgot Password» for users who need to reset their password.

	Step 3
	The user enters their username and password into the appropriate fields

	Step 4
	The system verifies the entered credentials against the stored user information.

	Step 5
	The system grants access and directs the user to the home screen.

	Step 6
	The system stores the device (computer) used to login

	Alternate flows

	Forgot password
	1
	From the login screen, the user selects the option to reset their password.

	
	2
	The user is prompted to enter their email address associated with the account.

	
	3
	The system sends a password reset link to the provided email address.

	
	4
	The user follows the link to create a new password and is then redirected to the login screen 

	Exceptions

	Login error
	#1
	If the credentials are incorrect, the system displays a login error and prompts the user to try again or reset their password.


[bookmark: _heading=h.4k668n3]Table 17: Use case tables - class
	Join Class 

	Description
	This use case allows users to join lectures and interact naturally. The lecturer can explain the course and discuss with the attendees. He receives natural and synthesized speech based on the student type. The DHH&M student receives the avatar translating the speaking users's speeches in real time. All the users can have the texting option to interact and share text information

	Primary actors
	All users

	Preconditions
	User is logged in, time & device used to login are stored and the user has necessary permissions to use the platform

	Basic flow

	Step 1
	The user joins the lecture

	Hearing & speaking user

	Step #2
	The user speaks to or texts other users when he wants to

	Step #3
	The system continuously transmits the user's speech, either directly or after translation, depending on the hearing capabilities of the intended recipients.

	Step #4
	The system displays profile, notification, attendees and discussion icons 

	Step #5 
	If other speaking users responds, the hearing user receives their spoken or texted words

	Step #6
	If a mute user responds, the hearing user receives the response as synthesized speech and text on the screen.

	DHH&M Student

	Step #2
	The system displays an avatar, along with profile, notification, attendees and discussion icons.

	Step #3
	The avatar only performs signs (with transcription displayed in synchronization) when the lecturer or other speaking users talk. 

	Step #4
	The student can respond or interact by tapping the response icon and choosing to perform signs or type text.

	Step #5
	The student's response is interpreted and sent to the professor as speech and text.

	Alternate flows

	Notification area
	1
	the user receives a notification and it appears on the icon (number of notifs)

	
	2
	User taps the notification icon.

	
	3
	User views messages, invitations to discussions, or class invitations.

	
	4
	User chooses and taps a notification to access detailed information, respond to messages, or accept/decline invitations.

	Profil icon
	1
	User taps the profil icon to see ID and account

	
	2
	User taps on "Set up profile" option and gets redirected to the settings page for further customization steps

	Attendees
	1
	User taps the attendees icon

	
	2
	User sees the number and the names of attendees based on permissions given

	Exceptions

	Recording error
	#E1
	Speech recording failure due to technical issues.

	Interpretation
	#E1
	Difficulty in interpreting student's sign language input (Different languages, lighting, camera, …)

	
	#E2
	Difficulty in interpreting the professor's speech input (Noises, different languages, …)

	Connectivity
	#E1
	Network connectivity issues causing transmission delays.





[bookmark: _heading=h.2zbgiuw]Table 18: Use case table - profile settings
	Set up Profile 

	Description
	This use case describes how a general user sets up their profile by providing personal information, updating contact details, and configuring privacy settings.

	Primary actors
	All users

	Preconditions
	The user must be logged in to the system.

	Postconditions
	The user's profile is updated and saved in the database.

	Basic flow

	All users
	 

	Step 1
	The user navigates to the settings menu

	Step 2
	User selects "Profile Setup" from the settings menu.

	Step 3
	The system displays the profile setup form.

	Step 4
	User enters personal information (e.g., pseudoname, bio, contact info).

	Step 5
	User uploads a profile picture.

	Step 6
	User configures privacy settings (e.g., hide info option).

	Step 7
	User submits the form.

	Step 8
	The system updates the profile and Personal info tables in the database.

	Step 9
	The system confirms that the profile setup is complete.

	Alternate flows

	Set up cancelation
	1
	If the user cancels the operation, the system discards any entered data and returns to the previous screen.



[bookmark: _heading=h.1egqt2p]Table 19: Use case table - Notification settings
	Set up Notifications 

	Description
	This use case explains how a user manages their notification settings, including activation, lecture reminders, and message notifications.

	Primary actors
	All users

	Preconditions
	The user must be logged in to the system.

	Postconditions
	The user's notification preferences are updated and saved in the database.

	Basic flow

	All users
	 

	Step 1
	The user navigates to the settings menu

	Step 2
	User selects "Notification Preferences" from the settings menu.

	Step 3
	The system displays the notification preferences form.

	Step 4
	User configures notification settings (e.g., activation, lecture reminders, message notifications).

	Step 5
	User submits the form.

	Step 6
	The system updates the Notifications table in the database.

	Step 7
	The system confirms that the notification preferences are updated.

	Alternate flows

	Set up cancelation
	1
	If the user cancels the operation, the system discards any entered data and returns to the previous screen.


[bookmark: _heading=h.3ygebqi]Table 20: Use case table - Avatar settings
	Set up Avatar 

	Description
	This use case describes how a user manages their avatar settings, including activation, size, display position, and gender.

	Primary actors
	All users

	Preconditions
	The user must be logged in to the system.

	Postconditions
	The user's avatar preferences are updated and saved in the database.

	Basic flow

	All users
	 

	Step 1
	The user navigates to the settings menu

	Step 2
	User selects "Avatar Preferences" from the settings menu.

	Step 3
	The system displays the avatar preferences form.

	Step 4
	The user activates the avatar if it is not already activated.

	Step 5
	The user configures the avatar settings, including size (Small, Medium, Large), display position (Pos1, Pos2, Pos3, Pos4), and gender (Male, Female).

	Step 6
	The user submits the form.

	Step 7
	The system updates the avatar table in the database.

	Step 8
	The system confirms that the avatar preferences are updated.

	Alternate flows

	Set up cancelation
	1
	If the user cancels the operation, the system discards any entered data and returns to the previous screen.

	Desactivate avatar
	1
	The user selects to deactivate the avatar.

	
	2
	The system updates the avatar table to set activate to FALSE.

	
	3
	The system confirms that the avatar has been deactivated.





[bookmark: _heading=h.2dlolyb]Table 21: Use case table - Text settings
	Set up Text

	Description
	This use case details how a user manages their text display preferences, including text activation, size, position, and font style.

	Primary actors
	All users

	Preconditions
	The user must be logged in to the system.

	Postconditions
	The user's text preferences are updated and saved in the database.

	Basic flow

	All users
	 

	Step 1
	The user navigates to the settings menu

	Step 2
	User selects "Text Preferences" from the settings menu.

	Step 3
	The system displays the text preferences form.

	Step 4
	User configures text preferences (e.g., activation, text size, display position, font style).

	Step 5
	User submits the form.

	Step 6
	The system updates the Text table in the database.

	Step 7
	The system confirms that the text preferences are updated.

	Alternate flows

	Set up cancelation
	1
	If the user cancels the operation, the system discards any entered data and returns to the previous screen.



[bookmark: _heading=h.sqyw64]Table 22: Use case table - Devices settings
	Set up Devices 

	Description
	This use case outlines how a user manages their connected devices, including adding, updating, removing devices, and indicating which device is currently connected.

	Primary actors
	All users

	Preconditions
	The user must be logged in to the system.

	Postconditions
	 The user's device preferences are updated and saved in the database.

	Basic flow

	All users
	 

	Step 1
	The user navigates to the settings menu

	Step 2
	User selects "Device Preferences" from the settings menu.

	Step 3
	The system displays the device preferences form.

	Step 4
	User adds or connects a device (automatic or manual).

	Step 5
	User submits the form.

	Step 6
	The system updates the Devices_1 and Connect_to tables in the database.

	Step 7
	The system confirms that the device preferences are updated.

	Alternate flows

	Disconnect a device
	1
	If the user disconnects a device, the system updates the tables to desactivate "is_connected_now".

	Remove a device
	1
	If the user removes a device, the system deletes the device entry from the Devices_1 and Connect_to tables.

	
	2
	The system confirms that the device has been removed.




[bookmark: _heading=h.3cqmetx]Table 23: Use case table - Wifi settings
	Wifi connection

	Description
	This use case outlines how a user manages their Wi-Fi connections, including adding, updating, removing Wi-Fi settings, and indicating which Wi-Fi connection is currently active.

	Primary actors
	All users

	Preconditions
	The user must be logged in to the system.

	Postconditions
	The user's Wi-Fi preferences are updated and saved in the database.

	Basic flow

	All users
	 

	Step 1
	The user navigates to the settings menu

	Step 2
	User selects "Wi-Fi Preferences" from the settings menu.

	Step 3
	The system displays the Wi-Fi preferences form.

	Step 4
	The user activates wifi 

	Step 5
	The system lists wifi names available, with the option to add manually

	Step 6
	The user selects the wifi to connect

	Step 7
	The user enters the password if required.

	Step 8
	The system connects to the selected Wi-Fi and updates the is_active status in the Wifi table.

	Step 9
	The system confirms that the Wi-Fi connection is active.

	Alternate flows

	Manual connection
	1
	The user selects the option to add a new Wi-Fi.

	
	2
	The user enters the Wi-Fi details (e.g., name, SSID, BSSID, IP address, signal strength).

	
	3
	The user submits the form.

	
	4
	The system saves the new Wi-Fi details in the Wifi table.

	
	5
	The system confirms that the new Wi-Fi has been added.

	Disconnect wifi
	1
	The user selects the connected Wi-Fi from the list.

	
	2
	The system requests a disconnection confirmation

	
	3
	The user confirms disconnection

	
	4
	The system disconnects the wifi and updates it as not active in the corresponding tables 

	Remove wifi
	1
	The user selects the Wi-Fi to remove from the list.

	
	2
	The system deletes the Wi-Fi entry from the Wifi table.

	
	3
	The system confirms that the Wi-Fi connection has been removed.





VI. [bookmark: _Toc175958587]Data models and database design
1. [bookmark: _Toc175958588]Conceptual Data Model (MCD)
1.1. [bookmark: _Toc175958589]Role:
 The Conceptual Data Model (MCD) outlines the basic structure and relationships of data within the system at a high level. It focuses on identifying key entities and their relationships without getting into technical details.
1.2. [bookmark: _Toc175958590]Importance:
Clarity: Helps stakeholders easily understand the overall data structure.
Foundation: Lays the groundwork for more detailed data models.
Communication: Facilitates clear communication between business stakeholders and developers.

N.B: This document is accompanied with its MCD (PDF & looping formats)
https://drive.google.com/drive/u/1/folders/1uK132FHOaheaqNEY86NIqvIQWjpCgCml  
2. [bookmark: _Toc175958591]Logical Data Model (MLD)
2.1. [bookmark: _Toc175958592]Role:
The Logical Data Model (MLD) adds detail to the conceptual model by specifying data types, relationships, and constraints. It serves as an intermediate step between the conceptual model and the physical database design.
2.2. [bookmark: _Toc175958593]Importance:
Detail: Provides a detailed blueprint of the data structure.
Consistency: Ensures data integrity and consistency by defining relationships and constraints.
Preparation: Prepares for the actual implementation of the database schema.

N.B: This document is accompanied with its MLD (PDF & looping formats)
https://drive.google.com/drive/u/1/folders/1uK132FHOaheaqNEY86NIqvIQWjpCgCml  
VII. [bookmark: _Toc175958594]Non-Functional Requirements
The non-functional requirements for the STP define the critical quality attributes, performance standards, and operational constraints that ensure the system operates effectively and efficiently. These requirements focus on the system's usability, reliability, security, and scalability, providing a robust framework that supports the functional capabilities of the system. They are essential for delivering a high-quality user experience and ensuring the system meets the diverse needs of its users, including students, lecturers, and administrators. The table below summarizes the key non-functional requirements for the system:

[bookmark: _heading=h.1jlao46]Table 24: Non functional requirements
	Category
	Non-functional requirements

	User interfaces
	· The user interface should be intuitive and accessible to users with varying levels of technological proficiency.
· The layout should accommodate both visual and auditory components, ensuring clarity for all users.

	Hardware Interfaces
	· The system must support various XR devices, including VR headsets, AR glasses, and MR platforms.
· It should be compatible with input devices such as hand tracking devices, motion controllers, and standard peripherals like keyboards and cameras.

	Software Interfaces
	· The system should be cross-platform, supporting major operating systems such as Windows, macOS, Android, and iOS.
· It must integrate seamlessly with cloud services for processing and storage.

	Communications Interfaces
	· The system must utilize stable and high-speed internet connections for real-time translations.
· Communication protocols should ensure minimal latency and reliable data transmission between devices and cloud services.

	Performance Requirements
	· The system should respond to user inputs within two seconds.
· Real-time translation must occur with minimal delay to maintain the flow of communication.

	Safety Requirements
	· The system must include error handling mechanisms to manage unexpected inputs or system failures gracefully.
· It should ensure user safety by providing clear warnings and guidelines for the proper use of XR devices.

	Security Requirements
	· The system must employ robust data encryption methods to protect user data during transmission and storage.
· User authentication methods should be secure and prevent unauthorized access to the system.

	Software Quality Attributes
	· The system should be reliable, ensuring consistent performance without crashes or significant downtime.
· It must be maintainable, allowing for easy updates and enhancements.
· The system should be scalable, capable of supporting an increasing number of users and devices.

	Business Rules
	· The system must comply with relevant educational standards and accessibility regulations.
· It should adhere to data privacy laws and ensure that user information is handled ethically and securely.


VIII. [bookmark: _Toc175958595]Conclusion

This STP represents a significant advancement in the field of communication technologies for the people with hearing and speaking difficulties. By leveraging state-of-the-art technologies, this system bridges the communication gap, enabling real-time translation between sign language and spoken language. This innovative platform is designed to enhance educational experiences, ensuring that people with different communication disabilities and capabilities can fully engage freely and naturally with each other, especially in professional context.

The comprehensive approach taken in the development of this system, from the user stories and functional requirements to the detailed architectural descriptions and use case scenarios, ensures that it meets the diverse needs of its users. The system's adaptability across various hardware and software platforms, combined with its focus on inclusivity and accessibility, highlights its potential to transform educational environments.

As we move forward, it is essential to continue refining and enhancing this platform, incorporating user feedback, and staying abreast of technological advancements. The commitment to ongoing maintenance and support will ensure that the XR-based translator remains a reliable and effective tool for inclusive education.

In conclusion, the XR-based sign-to-speech bidirectional translator system not only exemplifies the integration of cutting-edge technology into education but also underscores a broader commitment to creating equitable and inclusive communities. Through continued innovation and dedication, this project stands to make a profound impact on the lives of DHH&M individuals, fostering greater understanding and collaboration within diverse learning environments.
IX. [bookmark: _Toc175958596]Appendix
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